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Abstract: Assessing the quality of automated systems is a very difficult task. This article uses a
factor graph and a message passing algorithm to evaluate the quality of the output of the automated local
work management system (ALWMS). The proposed evaluation method makes it possible to take into
account the impact of each element of the system on the output data.
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Introduction. The existing
technology for planning shift-daily loading
planning is based on manual data
collection and processing. It is proposed to
automate loading planning processes in
order to improve the quality of operational
transportation management. To do this,
use external primary data sources. The
following systems will be used as master
data sources:

1. Automated system of operational
transportation management (ASOTM).

2. Automatic rolling stock and
container monitoring system (ARSCMS).

3. Single-window system of
“Uzbekistan Temir Yollari” JSC (E-nakl).

The automated local work
,anagement system (ALWMS) will process
input data according to a given algorithm
[1-2]. The results of the system are
characterized as the basis for making

managerial decisions. Dispatching
personnel will make decisions based on the
readings of this system.

The quality ofoperational
transportation management depends on
the correct decisions made. The main
factor influencing the correctness of
decisions is the quality of data on the state
of the managed area. ALWMS makes it
possible to obtain information about
loading resources and ready-made
solutions for loading planning.

The quality of output data is the main
criterion for information and analytical
systems. In this paper, we will consider a
method for evaluating the quality of
ALWMS data. The factor graph will be used
as the main mathematical tool.

Methods. A factor graph is a bipartite
graph of factors and variables[3-4]. We will
use an undirected quotient graph fig.1.
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Figure 1. (a) An undirected graph with a single clique potential (x4, x5, x3). (b)

A factor graph with factorf(xy,x,, x3)= ¥(xy,x,,x3) representing the same
distribution as the undirected graph. (c) A different factorgraph representing the same
distribution, whose factors satisfy f, (xy, X2, x3)f, (%1, x2)= Y (xq, X2, x3).[7]

We write down the joint distribution over a set of variables as a product of factors.

p(O) = 2 T15 £ (xo) (1)

where, x, is a subset of variables.
1. . .

s the normalizing multiple.

The Z normalizer is:

Z = Zx Hsf:?(xs) (2)

Let's build a factor graph of shift-daily loading planning fig. 2.

Figure 2. Factor graph of shift-daily loading planning

The joint probability of events will look like this:

POx1, s %7) = fa Oon, X0 fiy (2, XD fa (a, X6) f (3, X5) f (6, 7) (3)

where, x; —data about the sending model of ASOTM.
x, — data on the wagon model of ARSCMS.

x3 — data on shippers requests E-nakl.

x, — data on loading resources.

x5 — data on requests from the node's shippers.
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x — options for attaching cars to applications.

x5 —daily shift loading plan.

In order to evaluate the quality of the
output data of planning processes, it is
necessary to implement the
marginalization of the variable x,.We will
use the sum-product algorithm [4-7] to
solve this problem. There is an algorithm
for exact inference on directed graphs
without loops known asbelief propagation,
and is equivalent to a special case of the
sum-product algorithm. Here we shall
consider only the sum-product algorithm
because it is simpler to derive and to apply,
as well as being more general.

We shall assume that the original
graph is an undirected tree or a directed
tree or polytree, so that the corresponding
factor graph has a tree structure. We first
convert the original graph into a factor

p(x) =

Where x\x denotes the set of

variables in x with variable x omitted. The
idea is to substitute for p(x)using the factor
graph expression (1) and then interchange
summations and products in order to obtain
Consider the

an efficient algorithm.

Fy(z, X)

graph so that we can deal with both
directed and undirected models using the
same framework. Our goal is to exploit the
structure of the graph to achieve two
things: (i) to obtain an efficient, exact
inference algorithm for finding marginals;
(if) in situations where several marginals
are required to allow computations to be
shared efficiently[7].

We begin by considering the problem
of finding the marginalp(x)for particular
variable nodex. For the moment, we shall
suppose that all of the variables are hidden.
Later we shall see how to modify the
algorithm  to  incorporate  evidence
corresponding to observed variables. By
definition, the marginal is obtained by
summing the joint distribution over all
variables exceptxso that

~ TP () (4)

fragment of graph shown in  fig. 3 in which
we see that the tree structure of the graph
allows us to partition the factors in the joint
distribution into groups, with one group
associated with each of the factor nodes
that is a neighbour of the variable node x.

Figure 3. A fragment of a factor graph illustrating the evaluation of the marginal
p(X)[7]

The message sum-product has the following order:
* as soon as a graph vertex (variable or factor) has receiveda messages from all but
one of its neighbors, it starts transmitting a message to this neighbor.
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* the edge message between a factor and a variable is a factor from that variable.
« the variable x sends a message to the factor:
tror () = [gexof taor () (%)
« the factor f(x,Y) passes the message to the variable:
.“f—>x(x) = Zerf(x' Y) [Iyer #y—>f(}’)i (6)

* initial messages in leaves:
Aux—>f(x) :1’ #f—)X(x) = f(x) (7)

Figure 4. Sending messages to Node x,

Results. An illustration of the movement of messages is shown in Fig.4. The
decision to marginalize a variable is made in the following order:

iy, »p, (1) =1 (8)

Hf,—x, (x4) = le fa (x1; x4) 9)

Hy,p, (X2) = 1 (

Hfpox, (X4) = sz fb (x2' x4) (
'ux4—’fd(x4) = /’lfa—>x4(x4).ufb—>x4(x4-) (
Hf g4-x (xg) = Zx4 fo (x4, x6) .ux4—>fd(x4) (
.ux3—>fc(x3) =1 (

Hf—xg (xs) = Zx3 fc(x?n xs) (
.ux5—>ff(x5) = Uf.—xs (x5) (
Hfp-xe (x6) = sz fe(xs, x6) Hxs—ff (xs5) (
Mg (X6) = M gons (X6 lg g (X6) (
Hf 1o, (7)) = Txg (X6 X7) txgr;(X6) (

© 00O NOoO O~ WN -
N N N N N N N N N

Since the quotient is a graph of undirected type,the marginalization,, has the
following form:

P0x7) =ty o, (37) (20)
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Discussion. Using the easy sum-
product algorithm, you can calculate the
marginalization of each node. Messages
are sent from each node and sent along the
specified route, namely in the direction of
the desired node x,. Each factor will
indicate the data quality of the transmitted
message. The data quality will change with
each hop through the node.

In our cases, ASUMR will accept
information about each individual system. It
will process this data, giving a new level of
output quality.

Using the message transfer algorithm
will make it possible to evaluate the quality
of ASUMR output data. You can compare
alternative loading planning options
depending on the sources of primary
information.
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Abstract. Recently, one of the modern directions of the theory of control, the theory of construction
of state monitors of linear and nonlinear dynamic systems has significantly developed [2, 4, 10, 15]. The
approach based on the expansion of the system dynamics based on the information of the input and output
values due to the construction of a special dynamic system observer whose state converges quickly enough
to the initial state of the system over time and the function of the state observer on the output, and the input
of the initial system output variables and dynamic feedback can be applied spread out. In this case, the
state observer at an arbitrary instant of time is considered as an estimate of the state of the system at a
given instant of time [4]. Constructing an observer for a dynamic system is one of the ways to obtain an
estimate of the state vector of this dynamic system. Solving such a problem can be of independent value
as part of the general problem of dynamic systems control. The article considers the independence of the
output value and the error signal from the input actions. In stabilization systems, it is necessary to add
independence of the output value from the disturbing influence. The system is invariant with respect to the
perturbing influence, if after the completion of the transient process determined by the initial conditions, the
system error does not depend on this influence [12-16].

Keywords: automatic control system, invariance, input signal filtering, normalized polynomials,
dispersion control, mathematical model, dynamic.

Introduction. Suppose some control object is described in operator form by an
equation of the form

APy =B+ LB P2 (1)
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